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Abstract

The convection–radiation effects in thermal fluid flows are studied based on the lattice-Boltzmann method. Nine-veloc-
ity flow and temperature distributions are used to obtain the mass, momentum and energy equations in thermal incom-
pressible flows by studying equivalent moment systems. The radiative heat flux in the energy equation is obtained using
the discrete-ordinates solution of the radiative transfer equation. A non-oscillatory relaxation scheme is used to solve
the coupled moment equations. Such schemes have the advantage of being simple and easy to implement. Numerical
results are presented for two test examples on coupled convection–radiation flows in two dimensional enclosures. Detailed
simulation results at different flow and radiative regimes, as well as benchmark solutions, are presented and discussed.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Many kinetic equations or discrete-velocity models of kinetic equations yield, in the limit for small Knud-
sen and Mach numbers, an approximation of the incompressible Navier–Stokes equations. A classical exam-
ple is given by the discrete-velocity models used for lattice-Boltzmann methods, see [6,9,20,13,10,8] among
others. These discrete-velocity models can be viewed as relaxation systems for the incompressible Navier–
Stokes equations. For such flows, pressure variations occurring are small such that variations in density
can be ignored. Density variations can also be caused by changes in temperature and such variations can
not, in general, be neglected. Even at small velocities, density of non-uniformly heated fluid cannot be assumed
constant [28,29]. In this paper we develop a computational approach for fluid flows with temperature changes.
In our investigation lattice-Boltzmann approaches are considered, see also [18,19,31,41] and references therein.
A relaxation system for incompressible Navier–Stokes equations coupled with heat transport and radiation is
0021-9991/$ - see front matter � 2007 Elsevier Inc. All rights reserved.
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developed. A similar approach for the isothermal incompressible Navier–Stokes equations and turbulent flows
based on large-eddy simulation were presented in [3,4].

Relaxation type schemes have been successfully used to discretize such relaxation systems. In particular, a
large number of numerical methods for kinetic equations with stiff relaxation terms have been considered in
fluid dynamics or diffusive limits. For such relaxation methods and asymptotic-preserving methods, we refer
to [1,7,24,26] among others. We mention here that, in the context of hyperbolic conservations laws, relaxation
schemes are closely related to central schemes in the sense that both approaches provide efficient high resolu-
tion and Riemann-solver free numerical methods.

The aim of the present paper is to present a methodology for developing computational schemes for incom-
pressible Navier–Stokes equations coupled with heat energy transport equation coupled with radiative trans-
fer. Such a relaxation system is derived from a lattice-Boltzmann type discrete-velocity model with diffuse
scaling. For energy transport a separate relaxation system is also derived. The lattice-Boltzmann method is
used as a platform for developing models for thermal flows because of its physical underpinning. Such an
approach gives relaxation systems that are based on physics rather than a pure mathematical formulation.
This provides a consistent tool for deriving relaxation systems especially for practitioners in the applied sci-
ences. We would like to point out that the schemes presented here consider an energy equation with all modes
of energy transport namely, convection, conduction and radiation. The analytical derivations also demon-
strate a relationship between the lattice-Boltzmann method and such relaxation-based schemes. Moreover,
such a multiscale approach provides a natural tool for solving microscopic and macroscopic models with
the same underlying model. For example, in nanoscale models for natural convection in microchips or semi-
conductors the microscopic model would be preferable.

We also point out that the advantage of using such a kinetic or lattice Boltzmann approach is that it pro-
vides a simple, clear and consistent framework from which relaxation systems and their high-order relaxation
schemes can be developed. Such an approach for solving incompressible flow coupled to a heat equation with
radiative transfer has not been documented in the literature up to now. We develop high-order relaxation
methods in a straight-forward manner by discretizing relaxation systems, see Section 3. In our approach we
have coupled the advection–diffusion equation with the flow equations. The main results presented in this
paper are, therefore, a numerical approach based on synthesizing different schemes applied to a coupled sys-
tem of radiating thermal incompressible flow models. For the first time we have designed a numerical
approach that synthesizes different approaches for different models based on a common multi-scale Boltz-
mann-type model. This approach is simple, practical and very accurate for such problems as the test cases
in Section 4 demonstrate.

To demonstrate the performance of this approach a third-order relaxation scheme is used for the flow equa-
tions. The scheme works with uniform accuracy with respect to the Knudsen and Mach numbers [3]. In the
low-Mach number limit it reduces to a third-order explicit scheme for the incompressible Navier–Stokes/Bous-
sinesq equations. This is achieved by combining the ideas developed in [27] with a third-order non-oscillatory
spatial discretization and an Implicit–Explicit (IMEX) Runge–Kutta time discretization [3]. To obtain a dis-
cretization of the limit incompressible Navier–Stokes/Boussinesq equations, one can use the above-mentioned
spatial discretization on the relaxation system and apply any high-order time discretization directly to the
resulting semi-discrete relaxed schemes. This allows us to obtain high-order incompressible Navier–Stokes
solvers with better stability properties. To solve the radiative transfer equation we formulate the discrete-ordi-
nates method along with a diffusion-synthetic acceleration procedure. This approach can also be viewed as a
discrete-velocity model for the kinetic radiative transfer.

Nowadays, many practical applications involving high temperature regimes, like convection in a glass
melting furnace or the crystal growth, require the extension of the underlying flow equations such that radi-
ation effects are included. In the problems we consider, here fluid flow is mainly defined by the limit of the
incompressible Navier–Stokes equations i.e., the flow is driven by density differences at small Mach num-
bers. In general temperature variations are significant. Hence transport properties vary with temperature.
The energy and momentum equations are now coupled and must be solved simultaneously. The second
effect of temperature variation is that density variation interacts with gravity creating a body force that
may modify the flow structures considerably and may be the main driving force in the flow. The latter is
mainly referred to as buoyancy-driven or natural convection. The relative importance of forced convection
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and buoyancy effects is measured by the ratio of the Rayleigh number Ra and the Reynolds number Re. If
the Re/Ra is very large the effects of natural convection may be ignored. In purely buoyancy-driven flows it
may be possible to ignore density variations in all terms except for the body force in the vertical momentum
equation.

The rest of the paper is organized in the following way. Section 2 contains the lattice-Boltzmann type dis-
crete-velocity model and its equivalent associated closed moment system relaxing to the incompressible
Navier–Stokes/Boussinesq equations. Some simplified relaxation systems are also presented. In particular
we introduce a simplified relaxation system that is suitable to provide relaxed schemes for the thermal incom-
pressible Navier–Stokes equations. Section 3 describes numerical methods and solution procedures for flow
system and radiative transfer equation. Finally, Section 4 presents a numerical investigation of the schemes
for two test examples on natural and forced convection–radiation problems. Concluding remarks are pre-
sented in Section 5.

2. Discrete-velocity models for thermal flows and simplified relaxation systems

2.1. Lattice-Boltzmann moment system for the incompressible Navier–Stokes with a source term

The two-dimensional kinetic equation
of
ot
þ v � rf ¼ Jðf Þ þ F ; ð2:1Þ
describes the evolution of a particle density f ðx; v; tÞ with x ¼ ðx; yÞT 2 R2 and v ¼ ðv1; v2ÞT 2 R2. The left-
hand side of Eq. (2.1) represents free transport of the particles while the right-hand side describes interactions
through collisions, J(f), and a forcing term, F. For the two-dimensional discrete models we have
v 2 fc0; . . . ; cN�1g; ci 2 R2:
Here, we consider a model with nine velocities (N = 9)
c1 ¼
1

0

� �
; c2 ¼

0

1

� �
; c3 ¼

�1

0

� �
; c4 ¼

0

�1

� �
;

c5 ¼
1

1

� �
; c6 ¼

�1

1

� �
; c7 ¼

�1

�1

� �
; c8 ¼

1

�1

� �
;

and c0 = 0. In the discrete case, the v-dependence of the particle distribution f(x,v,t) is uniquely determined
through N functions
fiðx; tÞ ¼ f ðx; ci; tÞ; i ¼ 0; . . . ;N � 1:
Macroscopic quantities like mass-, momentum- or energy-density are obtained by taking velocity moments of
f. If f is any v-dependent function, we denote the discrete-velocity integral by
hfi ¼
XN�1

i¼0

fðciÞ:
Mass and momentum density are then given by
qðx; tÞ ¼ hf ðx; v; tÞi and quðx; tÞ ¼ hvf ðx; v; tÞi: ð2:2Þ

In what follows we denote the components of the velocity by u ¼ ðu1; u2ÞT. In most lattice-Boltzmann appli-
cations, the collision operator J(f) in (2.1) is typically of BGK-type
Jðf Þ ¼ � 1

sv
ðf � f eqÞ: ð2:3Þ
The parameter sv > 0 is called relaxation time and feq is the equilibrium distribution. In the isothermal case, feq

depends on f through the variables q and u which are calculated according to (2.2), see for example [20,21,40].
For the standard D2Q9-model with nine velocities [36], we have
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f eq½q; u�ðvÞ ¼ q 1þ 3u � v� 3

2
juj2 þ 9

2
ðu � vÞ2

� �
f �ðvÞ; ð2:4Þ
where f* is defined by
f �ðciÞ ¼

4
9
; i ¼ 0;

1
9
; i ¼ 1; . . . ; 4;

1
36
; i ¼ 5; . . . ; 8:

8><
>:
The equilibrium distribution is constructed in such a way that
hJðf Þi ¼ 0 and hvJðf Þi ¼ 0;
which reflects conservation of mass and momentum in the collision process. The forcing term F is defined as
F ¼ 3f �ðvÞv �G;

where G is an external force acting per unit mass [18,25]. Since
h1; f �i ¼ 1; h1; vavbf �i ¼ 1

3
dab; h1; vavbvcvhf �i ¼ 1

9
ðdabdch þ dacdbh þ dahdbcÞ;
where dab denotes the Kronecker symbol. Hence, we obtain
h1; 3f �v �Gi ¼ 0 and h1; 3f �vvGi ¼ 3h1; f �vviG ¼ G:
In order to obtain a relation between the kinetic equation (2.1) and the incompressible Navier–Stokes equa-
tions, we introduce the diffusive scaling x! x/�, t! t/�2 together with a rescaling of velocity u! �u. This scal-
ing describes the small Knudsen and low Mach number limit of kinetic equations, see [43,11,5,22] for details.
Under these transformations, Eq. (2.1) is rewritten as
of
ot
þ 1

�
v � rf ¼ � 1

�2sv
ðf � f eq½q; �u�Þ þ �2F �: ð2:5Þ
Notice that, in our case, Eq. (2.5) consists of nine equations for the occupation numbers f0, . . ., f8. Here we
also observe that a scaling �2F � has been used in order to obtain the correct source term in the incompress-
ible limit as a consequence of the transformation into an equivalent set of moment equations in (2.6). In this
case
F � ¼ 3f �ðvÞ v
�
�G:
We transform (2.5) into an equivalent set of moment equations (see also [27,14] for a similar approach) using
moments based on the following v-polynomials [17]:
P 0ðvÞ ¼ 1;

P 1ðvÞ ¼
v1

�
; P 2ðvÞ ¼

v2

�
;

P 3ðvÞ ¼
v2

1

�2
� 1

3�2
; P 4ðvÞ ¼

v1v2

�2
; P 5ðvÞ ¼

v2
2

�2
� 1

3�2
;

P 6ðvÞ ¼
ð3jvj2 � 4Þv1

�3
; P 7ðvÞ ¼

ð3jvj2 � 4Þv2

�3
; P 8ðvÞ ¼

9jvj4 � 15jvj2 þ 2

�4
:

ð2:6Þ
Note that hP 0f i ¼ q; hP 1f i ¼ qu1 and hP 2f i ¼ qu2. The second order moments form a symmetric tensor
H ¼ ðHx;HyÞ ¼
h11 h12

h12 h22

� �
¼
hP 3f i hP 4f i
hP 4f i hP 5f i

� �
;

where Hx ¼ ðh11; h12ÞT and Hy ¼ ðh12; h22ÞT. For the remaining moments we set
q ¼
q1

q2

� �
¼
hP 6f i
hP 7f i

� �
; s ¼ hP 8f i:
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The equations of mass and momentum conservation are
otqþ divqu ¼ 0;

otquþ divHþ 1

3�2
rq ¼ G:

ð2:7Þ
Here, the divergence is applied to the rows of H. The equation for H is
otHþ
2

3�2
S½qu� þ 1

3
Q½q� ¼ � 1

�2sv
ðH� qu� uÞ; ð2:8Þ
where
S½u� ¼ 1

2

2oxu1 oyu1 þ oxu2

oyu1 þ oxu2 2oyu2

� �
; Q½q� ¼

oyq2 oyq1 þ oxq2

oyq1 þ oxq2 oxq1

� �
:

Finally, the third and fourth order moments satisfy
otqþ
1

�2
div

h22 2h12

2h12 h11

� �
þ 1

6
rs ¼ � 1

�2sv
q;

otsþ
4

�2
divq ¼ � 1

�2sv
s:

ð2:9Þ
Altogether, we obtain a hyperbolic system with stiff relaxation terms. Now we will demonstrate how the dif-
fusion limit is obtained. From the momentum equation in (2.7) we conclude that $q tends to zero as �! 0.
Hence, q approaches a constant q1 (which is the Boussinesq relation in the isothermal case). Writing
q ¼ q1ð1þ 3�2pÞ, Eq. (2.7) transform into
otp þ
1

3�2
divu ¼ �divpu;

otuþ div
1

q1
H

� �
þrp ¼ �3�2otðpuÞ þG:

ð2:10Þ
For �! 0, Eq. (2.8) yields at the lowest order
1

q1
H ¼ u� u� 2sv

3
S½u�: ð2:11Þ
Since the system (2.9) decouples completely from the other equations (in lowest order) and since
2divS½u� ¼ ðDþrdiv Þu, we obtain from (2.10) and (2.11) the incompressible Navier–Stokes equations as a
limiting system
divu ¼ 0;

otuþ divu� uþrp ¼ sv

3
DuþG;

ð2:12Þ
where the kinematic viscosity is related to the relaxation time by m ¼ sv=3. We remark that Eqs. (2.7)–(2.9) can
be viewed as a relaxation system for the incompressible Navier–Stokes equation (2.12).

2.2. Lattice-Boltzmann moment system for the energy equation

In this section, we present a derivation of the thermal energy equation based on a lattice-Boltzmann for-
mulation [19,41]. We consider the case in which the temperature field is passively advected by fluid flow
and obeys a simple passive scalar equation. Let R denote the gas constant, q, u, and T the macroscopic density,
velocity and temperature, respectively. An energy moment system for two-dimensional problems can be
derived from
qRT ¼ P 0ðvÞ
1

2
f ðv� uÞ2

� �
:
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A temperature distribution function can be defined as
g ¼ ðv� uÞ2

2R
f

and the temperature is obtained from
qT ¼ hP 0ðvÞgi: ð2:13Þ

An alternative formulation is presented in [18,42]. There, it was shown that for small Mach number flows, the
discrete-velocity BGK model can be formulated using
~g ¼ g
q
:

Using the transformed distribution we obtain the following equilibrium distribution function:
~geq½T ; q; u�ðvÞ ¼ T 1þ 3u � v� 3

2
juj2 þ 9

2
ðu � vÞ2

� �
f �ðvÞ; ð2:14Þ
where
T ¼ hP 0ðvÞ~gi:

We also denote hP 1~gi ¼ W1, hP 2~gi ¼ W2, hP 1~geqi ¼ u1T and hP 2~geqi ¼ u2T , where
~geq½T ; q; u�ðvÞ ¼ Tf eq½q; u�ðvÞ;

with feq denoting the equilibrium function given by (2.4). In the subsequent discussion we replace ~g by g. As
usual the second-order moments form a symmetric tensor
P ¼ ðPx;PyÞ ¼
P11 P12

P12 P22

� �
¼
hP 3gi hP 4gi
hP 4gi hP 5gi

� �
;

where Px ¼ ðP11;P12ÞT and Py ¼ ðP12;P22ÞT. For the remaining moments we set
qc ¼
qc1

qc2

� �
¼
hP 6gi
hP 7gi

� �
; sc ¼ hP 8gi:
The evolution equation is defined from Eq. (2.5) and for small Mach numbers and cases where compression
does not take place and viscous heat dissipation effects are negligibly small we apply
otg þ
1

�
v � rg ¼ � 1

�2sc

ðg � geq½q; �u�Þ: ð2:15Þ
If there is a heat source term we extend the above equation similarly to Eq. (2.5). The thermal source term Q is
defined using
q� ¼ 3f �ðvÞ v
�
�Q: ð2:16Þ
The equation of the thermal distribution function can be written in the form
otg þ
1

�
v � rg ¼ � 1

�2sc

ðg � geq½q; �u�Þ þ q�: ð2:17Þ
The relaxation system for the energy density and the energy flow can now be written as
otT þ divW ¼ 0;

otWþ divPþ 1

3�2
rT ¼ � 1

�2sc

ðW� uT Þ þ 1

�2
Q:

ð2:18Þ
Taking higher-order moments completes the system. The details will be skipped but we would like to note that
the remaining moment equations decouple from the ones derived above. The lowest-order term in the limit as
�! 0 gives the following equation:
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otT þ divW ¼ 0;

W ¼ � sc

3
rT þ uT þ sc

3
Q;

ð2:19Þ
or simply
otT þ div uT � sc

3
rT þ sc

3
Q

� �
¼ 0; ð2:20Þ
where the thermal diffusion coefficient is now j = sc/3. We also note that in this case the source term q� in
(2.17) provides an extra flux in the energy equation in the limit.

2.3. Simplified relaxation systems

Now we are in a position to derive a relaxation system that will be used in our numerical schemes in the
next section. We consider the system of equations in (2.8) and (2.10) with q1 ” 1. We would like to simplify
the system in such a way that the same limit for lower order terms as the original system, (2.8) and (2.10), is
preserved. Next, from Eq. (2.10) we neglect the term �divpu and � 3�2otpu. From Eq. (2.8) we neglect the
term 1

3
Q½q� and introduce a new term, ra½u�, as follows:

For p, u and H as defined above, we consider the system
otp þ
1

�2
div u ¼ 0;

otuþ divHþrp ¼ G;

otHþra½u� þ 2S�½u� ¼ � 1

�2sv
ðH� u� uÞ; otT þ divW ¼ 0;

otWþ divPb þ
1

�2
rT ¼ � 1

�2sc

ðW� uT Þ þ 1

�2
Q;

ð2:21Þ
where
S�½u� ¼ S½u� � �
2

2
ra½u�:
We have added and subtracted the term
ra½u� ¼ ða2
1oxu; a2

2oyuÞ ¼
a2

1oxu1 a2
2oyu1

a2
1oxu2 a2

2oyu2

 !
;

where a2
1oxu ¼ ða2

1oxu1; a2
1oxu2ÞT and a2

2oyu ¼ ða2
2oyu1; a2

2oyu2ÞT with a ¼ ða1; a2ÞT 2 R2
þ. In addition we have re-

placed P by
Pb ¼
b2

1T 0

0 b2
2T

 !
;

where b ¼ ðb1; b2ÞT 2 R2
þ. Obviously the limit equations for this system are again the coupled equation (2.21)

with kinematic viscosity m = sv and heat diffusion coefficient j = sc.

Remark 1. Considering the nonstiff advection parts in (2.21) separately for u, H, T and W we obtain a
hyperbolic system with characteristic speeds ±a1, ±b1 in the x-direction and ±a2, ±b2 in the y-direction
otuþ divH ¼ G;

otHþra½u� ¼ 0;

otT þ divW ¼ 0;

otWþ divPb ¼ 0:

ð2:22Þ
As we will see in Section 3, a and b are chosen depending on the local characteristic speeds.
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Clearly, one can develop another class of relaxation systems by letting the first equation in Eq. (2.21) relax
to its limit in lowest order terms as �! 0 without altering the others. This is practical if one considers an
implementation in the vorticity-stream function formulation, compare [3] for a similar formulation in the iso-
thermal case.

2.4. Coupled convection–radiation systems

We consider flow problems in participating grey media that interact with radiative transfer through emis-
sion, absorption and scattering. This means the source term in the flow equations contains a radiative heat flux
which we denote by QR. Let Iðt; x;xÞ be the radiative intensity at position x, time t, traveling in direction x
with speed c. Then, the isotropic radiative transfer equation is given by [33,32]
1

c
otI þ x � rI ¼ rs

1

4p

Z
S2

I dx� I
� �

þ raðBðT Þ � IÞ; ð2:23Þ
where rs and ra are the scattering and absorption coefficients, respectively, which may depend on space x. The
integral in (2.23) is taken over all directions in the unit sphere S2. The function B(T) is the grey Planck’s func-
tion which defines a nonlinear relationship between the participating medium and its temperature, and it is
defined as
BðT Þ ¼ rBT 4; ð2:24Þ
where rB is the Stefan–Boltzmann constant [32]. Note that in the above coupling we have assumed a thermo-
dynamic equilibrium such that the fluid temperature and the radiation temperature are equal. Since the pho-
tons travel with the speed of light, the term 1/c in (2.23) is negligible and is dropped in our computations. The
radiative heat flux QR is defined by
QR ¼
Z

S2

Ixdx: ð2:25Þ
Hence, integrating Eq. (2.23) over the whole solid angle x 2 S2 yields a relation for the radiative heat
source
r �QR ¼
Z

S2

raðBðT Þ � IÞdx; ð2:26Þ
which is substituted in the energy equation (2.20). The term sc/3 is incorporated into ra. In the models con-
sidered here we assume flow in the low Mach number limit. For such flows there is a linear relationship be-
tween density and temperature defined as
qðT Þ ¼ q1ð1� bðT � T1ÞÞ;

where b is the coefficient of thermal expansion, q1 and T1 are reference density and reference temperature,
respectively. The system of equations takes the form
divu ¼ 0;

otuþ divu� uþrp ¼ mDuþG;

otT þ div ðuT Þ ¼ jDT �r �QR;

x � rI þ ðra þ rsÞI ¼
rs

4p

Z
S2

I dxþ raBðT Þ;

ð2:27Þ
where G = qg, g is the gravitational force and $ Æ QR is given by (2.26).

Remark 2. Some remarks are in order:

(i) In the microscopic setting we include the radiative heat transfer as a source term while the asymptotic
derivations realize it as an extra flux term.
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(ii) It is well known that the radiative transfer is a non-local phenomenon; photons which are the main med-
ium of transfer do not need a medium in order to propagate; and the temperature dependence of radi-
ation is nonlinear. Conduction and convection have a linear temperature dependence (Fourier’s law).
Therefore, it makes sense to treat the radiative term as a source in the microscopic scale.

(iii) In addition, whether radiation is a minor or dominant mode of heat transfer depends on the temperature
and the nature of the material.

For the computational examples, we consider a case of free convection and a case of forced convection. In
particular we present dimensionless forms of the fluid and energy flow equations in a grey participating
medium.

3. Numerical schemes

To develop numerical schemes for the relaxation systems developed in Section 2.3, we will consider Eq.
(2.21). In the next subsection we will discuss a derivation for a numerical procedure applied to flow equations.
Thereafter a numerical approach for radiative transfer is presented.

3.1. Solution procedure for flow equations

In this section, high-order upwind discretizations are developed for the non-stiff advection part in the relax-
ation system (2.21). The stiff part is treated by high-order centered differences, as in [3]. In the remainder of
this section the time continuous version of the scheme is considered (method of lines). We also point out that
the non-stiff parts from momentum and energy transport equations are completely decoupled. Hence, they are
treated separately in the ensuing discussion.

To discretize the equations in space we use, for the sake of simplicity, a uniform grid in x and y with grid-
points ðxi; yjÞ and spacing Dx ¼ Dy ¼ h. Consider the non-stiff linear part of the system (2.21) as presented in
(2.22). One observes that for the x-direction, Hx � a1u and W1 � b1T are the characteristic variables associated
with the characteristic speeds ±a1 and ±b1, respectively. For the y-direction the characteristic variables asso-
ciated with the characteristic speeds ±a2 and ±b2 are Hy � a2u and W2 � b2T , respectively. According to these
considerations the values of the characteristic variables are determined at cell-boundaries following the
approach in [24]. This can be done in a straightforward way for a second-order method. For a third-order
method we use for the reconstruction step a third-order CWENO interpolant, see for example [35,30] and fur-
ther references therein. Similar reconstructions were also applied in [3,2,38]. We report for the convenience of
the reader the polynomials for the two-dimensional reconstruction in the x-direction. These polynomials at the
gridpoint ðxi; yjÞ are constructed as
pijðz; xÞ ¼ zij þ sijðx� xiÞ; ð3:1Þ
where the MinMod limiter
sijðzÞ ¼
1

h
MinModðzij � zi�1j; ziþ1j � zijÞ;
for the second-order MUSCL case and as
pijðz; xÞ ¼ wLPL
ijðz; xÞ þ wRPR

ij ðz; xÞ þ wCPC
ijðz; xÞ ð3:2Þ
with
PR
ij ðz; xÞ ¼ zij þ

1

h
ðziþ1j � zijÞðx� xiÞ; PL

ijðz; xÞ ¼ zij þ
1

h
ðzij � zi�1jÞðx� xiÞ;

PC
ijðz; xÞ ¼ zij �

1

12
ðziþ1j � 2zij þ zi�1jÞ �

1

12
ðzijþ1 � 2zij þ zij�1Þ þ

1

2h
ðziþ1j � zi�1jÞðx� xiÞ

þ 1

h2
ðziþ1j � 2zij þ zi�1jÞðx� xiÞ2:
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for the third-order CWENO case. The nonlinear CWENO weights wk, k = L, R, C in (3.2) are given as
wk ¼
akP

lal
; ak ¼

ck

ðcþ ISkÞb
; cL ¼

1

4
; cR ¼

1

4
; cC ¼

1

2
;

with c = 10�6 and b = 2. The smoothness indicators ISk, k = L, R, C are defined by
ISL ¼ ðvij � vi�1jÞ2; ISR ¼ ðviþ1j � vijÞ2; ISC ¼
13

3
ðviþ1j � 2vij þ vi�1jÞ2 þ

1

4
ðviþ1j � vi�1jÞ2:
Clearly any other high-order reconstruction procedure applies. To determine the characteristic variables at the
boundary of the cells ½xi�1=2; xiþ1=2� � ½yj�1=2; yjþ1=2� we apply
ðHx þ a1uÞiþ1=2j ¼ pijðHx þ a1u; xiþ1=2Þ; ðHx � a1uÞiþ1=2j ¼ piþ1jðHx � a1u; xiþ1=2Þ;
ðW1 þ b1T Þiþ1=2j ¼ pijðW1 þ b1T ; xiþ1=2Þ; ðW1 � b1T Þiþ1=2j ¼ piþ1jðW1 � b1T ; xiþ1=2Þ:

ð3:3Þ
An analogous procedure is used for the y-direction by considering the characteristic variables ðHy � a2uÞijþ1=2

and ðW2 � b2T Þijþ1=2. We denote by F
ð1Þ
h ; F

ð2Þ
h ; F ð3Þh ; and F

ð4Þ
h the discretization of the convective parts in Eq.

(2.21) divH, ra½u�, divW, and divPb, respectively. Using the reconstruction polynomial given above compo-
nentwise one obtains
F
ð1Þ
h ðH; uÞ ¼

1

h
Hx

iþ1=2j �Hx
i�1=2j

� �
þ 1

h
Hy

ijþ1=2 �Hy
ij�1=2

� �
;

F
ð2Þ
h ðH; uÞ ¼

a2
1

h
ðuiþ1=2;j � ui�1=2jÞ;

a2
2

h
ðuijþ1=2 � uij�1=2Þ

� �T

;

F
ð3Þ
h ðW; T Þ ¼

1

h
ðW1iþ1=2j �W1i�1=2jÞ þ

1

h
ðW2ijþ1=2 �W2ij�1=2Þ;

F
ð4Þ
h ðW; T Þ ¼

b2
1

h
ðT iþ1=2;j � b2

1T i�1=2jÞ;
b2

2

h
ðT ijþ1=2 � T ij�1=2Þ

� �T

;

where the numerical fluxes are given by
Hx
iþ1=2j ¼

1

2
ðHx þ a1uÞiþ1=2j þ ðH

x � a1uÞiþ1=2j

� �
;

uiþ1=2j ¼
1

2a1

ðHx þ a1uÞiþ1=2j � ðH
x � a1uÞiþ1=2j

� �
;

W1iþ1=2j ¼
1

2
ðW1 þ b1T Þiþ1=2j þ ðW1 � b1T Þiþ1=2j

� �
;

T iþ1=2j ¼
1

2b1

ðW1 þ b1T Þiþ1=2j � ðW1 � b1T Þiþ1=2j

� �
;

where the terms on the right-hand side are defined by the interpolants in (3.3). For more details we refer to [3].
To discretize the pressure variable and the stiff parts i.e., terms with the coefficient 1

�2 in Eq. (2.21), firstly, we
denote the discrete gradient by Gh and the discrete divergence by Dh. They are given by second- or fourth-
order centered differences for second-order or third-order approaches, respectively. S�

h and Sh denote second-
or fourth-order centered difference approximations of S� and S, respectively. Finally, we obtain a high-order
spatial discretization for the moment system characterized by
_p þ 1

�2
Dh � u ¼ 0;

_uþ F
ð1Þ
h ðH; uÞ þGhp ¼ G;

_Hþ F
ð2Þ
h ðH; uÞ þ

2

�2
S�

hðuÞ ¼ �
1

�2sv
ðH� u� uÞ;

_T þ F
ð3Þ
h ðW; T Þ ¼ 0;

_Wþ F
ð4Þ
h ðW; T Þ þ

1

�2
GhT ¼ � 1

�2sc

ðW� uT Þ þ 1

�2
Q;

ð3:4Þ
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or equivalently
Dh �Ghp � 2�2€p ¼ �Dh � Fð1Þh ðH; uÞ;
_uþ F

ð1Þ
h ðH; uÞ þGhp ¼ G;

_Hþ F
ð2Þ
h ðH; uÞ ¼ �

1

�2sv
ðH� u� uþ 2svS

�
hðuÞÞ;

_T þ F
ð3Þ
h ðW; T Þ ¼ 0;

_Wþ F
ð4Þ
h ðW; T Þ ¼ �

1

�2sc

ðW� uT þ scGhT � scQÞ:
A corresponding high-order upwind-based space discretization for the relaxed incompressible Navier–Stokes/
Boussinesq equations is obtained considering the limit of the above discretization as �! 0
Dh �Ghp ¼ �Dh � Fð1Þh ðuÞ;
_u ¼ �F

ð1Þ
h ðu� u� 2svShðuÞ; uÞ �Ghp þG;

_T ¼ �F
ð3Þ
h ðuT � scGhT þ scQ; T Þ:
Remark 3. To treat only the limit equations (� = 0) we could use any explicit high order Runge–Kutta method
combined with a Poisson solver and the limiting (relaxed) spatial discretization. The Poisson equation is in this
case only used to determine the divergence-free velocities via $p and not to advance the pressure for one time
step.

Let us denote the time step by Dt and use superscript n to denote the time iterations. We treat the non-stiff
parts explicitly and the stiff parts implicitly. We demonstrate the application of this approach using a first-
order scheme. For the first-order IMEX method we can use the following simple time discretization:
unþ1 ¼ un � DtðdivHn þrpnþ1Þ þ DtGn;

Hnþ1 ¼ Hn � Dtra½un� � Dt
�2sv
ðHnþ1 þ 2sS�½unþ1� � unþ1 � unþ1Þ;

T nþ1 ¼ T n � Dt divWn;

Wnþ1 ¼ Wn � Dt divPn
b �

Dt
�2sc

ðWnþ1 � unþ1T nþ1 þ scGhT nþ1 � scQ
nþ1Þ;

pnþ1 ¼ pn � Dt
�2

divunþ1:

ð3:5Þ
Substituting the last equation in (3.5) into the first equation in (3.5) yields a Helmholtz equation for the
pressure
Dpnþ1 � �2

Dt2
pnþ1 ¼ 1

Dt
divun � div ðdivHnÞ � �2

Dt2
pn: ð3:6Þ
This equation can be solved by a suitable iterative method. The velocity, unþ1, is determined using the first
equation in (3.5). Obviously, as �! 0 the time marching tends to a time discretization of the thermal incom-
pressible Navier–Stokes equations. We obtain for �! 0 the Poisson equation for the pressure
Dpnþ1 ¼ 1

Dt
divun � div ðdivHnÞ;
together with
unþ1 ¼ un � DtðdivHn þrpnþ1Þ þ DtGn;

Hnþ1 ¼ 2svS½unþ1� � unþ1 � unþ1;

T nþ1 ¼ T n � Dt divWn;

Wnþ1 ¼ unþ1T nþ1 � scGhT nþ1 þ scQ
nþ1:
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Thus, in the limit, we have obtained the usual projection method for the incompressible Navier–Stokes/Bous-
sinesq equations. We note that the incompressibility condition is fulfilled for the velocity field u at every time
step. In the IMEX notation the above first-order scheme is given by the explicit and implicit Butcher tableau

For the above semi-implicit time discretization the usual hyperbolic and parabolic CFL conditions have to be
fulfilled to guarantee stability. For the third-order time discretization we choose a two stage IMEX Runge

Kutta method [34]. Its associated explicit and implicit Butcher tableau are

where c ¼ 3þ
ffiffi
3
p

6
. Its formulation can be performed as in (3.5) and details are omitted. Other IMEX schemes of

third and higher order are also discussed in [34].
3.2. Solution procedure for radiative transfer

The radiative transfer equation (2.23) can be solved using any existing code from computational radiative
transfer such as Monte Carlo or discrete-ordinates methods. The later method is selected to be used in the
present work mainly because the Monte Carlo methods are computationally very demanding. Other fast solv-
ers as those recently developed in [39,37] can also be used. Here, the angle and space variables are discretized
using discrete-ordinates and finite volume methods. The outstanding aspect of discrete-ordinates method is
that such an integral is approximated by a procedure with low computational cost, which is analogous to
the Gauss–Legendre method. It consists of the substitution of the integral term in the radiative transfer equa-
tion (2.23) with a weighted summation of the integrand at selected ordinates of the unit sphere. This method is
sometimes referred to as the SN approximation, where N represents the number of discrete values of direction
cosines to be considered. In general, the total number of ordinate directions M in a set SN is given by
M = N(N + 2)/2.

The S8 discretization is well designed for solving radiative transfer problems. For each direction xm of the
quadrature, a specific weight wm is associated with a set of three cosine angles lm, nm and gm in direct Cartesian
grid (x,y,z). The cosine angles and the weights for S8 quadrature are listed in Table 1. Other discrete SN sets
from [33,15] are also applicable. For the two-dimensional Cartesian coordinates, the radiative transfer equa-
tion (2.23) can be expressed for each individual ordinate direction, m, as
lmoxIm þ nmoyIm þ ðra þ rsÞIm ¼
rs

4p

XM

k¼1

wkIk þ raBðT Þ; m ¼ 1; 2; . . . ;M ; ð3:7Þ
where Im denotes the radiative intensity at the discrete ordinate xm. Next, the finite volume technique is ap-
plied, which consists of the integration of the SN-equation (3.7) over a control volume. The result is an equa-
tion relating the value of an arbitrary function w at the nodal point, wi+1/2j+1/2, to the value at each adjacent
line wij, wi+1j, wij+1 and wi+1j+1. The fully discrete problem corresponding to Eq. (2.23) is written as
lm
Im;iþ1j � Im;ij

Dx
þ nm

Im;ijþ1 � Im;ij

Dy
þ ðraiþ1=2jþ1=2

þ rsiþ1=2jþ1=2
ÞIm;iþ1=2jþ1=2

¼
rsiþ1=2jþ1=2

4p

XM

k¼1

wkIk;iþ1=2jþ1=2 þ raiþ1=2jþ1=2
Biþ1=2jþ1=2ðT Þ; ð3:8Þ



Table 1
Discrete ordinates and quadrature weights for the S8 set (one octant only)

m lm nm gm wm

1 0.97097459 0.16912768 0.16912768 0.14613894
2 0.79878814 0.16912768 0.57735027 0.15983890
3 0.79878814 0.57735027 0.16912768 0.15983890
4 0.57735027 0.16912768 0.79878814 0.15983890
5 0.57735027 0.57735027 0.57735027 0.17334611
6 0.57735027 0.79878814 0.16912768 0.15983890
7 0.16912768 0.16912768 0.97097459 0.14613894
8 0.16912768 0.57735027 0.79878814 0.15983890
9 0.16912768 0.79878814 0.57735027 0.15983890

10 0.16912768 0.97097459 0.16912768 0.14613894
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where the cell averages of a function w are given by
wiþ1j ¼
1

Dy

Z yjþ1

yj

wðxi; yÞdy; wijþ1 ¼
1

Dx

Z xiþ1

xi

wðx; yjÞdx; wij ¼
1

DxDy

Z xiþ1

xi

Z yjþ1

yj

wðx; yÞdxdy; ð3:9Þ
The cell center and cell boundary function in fluxes (3.9) are related to each other by a selected interpolation
scheme. Here, we use the diamond difference method which consists of approximating the function values at
the cell centers by the average of their values at the neighboring nodes. Thus, the function value of wiþ1=2jþ1=2

at the cell center is simply approximated by bilinear interpolation as
wiþ1=2jþ1=2 ¼
wij þ wiþij þ wijþ1 þ wiþ1jþ1

4
: ð3:10Þ
With the introduction of the above interpolation relations into (3.8), the resulting fully discrete equations can
be solved by proceeding in the direction of photon travel on the spatial mesh, that is, sweeping away from the
boundary conditions in the mesh. For problems involving scattering media or reflecting boundaries, the dis-
crete-ordinates equations are coupled and therefore have to be solved iteratively. In the current work, to solve
the discretized equation (3.8), we first eliminate the intensity from the resulting discretized equation (3.8) then
a linear system of the form
ðI� AÞ/ ¼ f; ð3:11Þ

has to be solved for the mean intensity /
/ij ¼
XM

k¼1

wkIk;ij:
The Schur matrix A contains the discretized transport and integral operators from (3.8), f the right-hand
side and I is the identity matrix, see [39] for a detailed matrix formulation of (3.11). In order to construct
the matrix A in (3.11), one has to use a Gaussian elimination known in computational radiative transfer as
sweeping procedure. All the results given throughout this paper were obtained using the diffusion-synthetic
acceleration (DSA) method. The DSA method uses the diffusion approach as preconditioner for the source
iteration applied to the linear system (3.11). For a detailed formulation of this algorithm we refer the reader
to [39].

4. Results and discussions

In order to study the performance of the proposed numerical models, two test examples have been com-
puted herein for natural and forced convection–radiation flows. The aim was to show that, for small relaxa-
tion rates, the discrete-velocity relaxation models reproduce the corresponding flow patterns, and also to show
that the high-order relaxation schemes accurately capture the flow structures with very little numerical diffu-
sion, even after long time simulations. All the results presented in this section are computed with variable time
steps Dt adjusted at each step by
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Dt ¼ Cr �min
Dx
jai�1=2jj

;
Dy
jbij�1=2j

� �
; ð4:1Þ
where ai�1=2j and bij�1=2 are the characteristic speeds in the relaxation system selected locally in each grid cell
½xi�1=2; xiþ1=2� � ½yj�1=2; yjþ1=2� as
aiþ1=2j ¼ 2 max jpijðu1; xiþ1=2Þj; jpiþ1jðu1; xiþ1=2Þj
	 


;

bijþ1=2 ¼ 2 max jpijðu2; yjþ1=2Þj; jpijþ1ðu2; yjþ1=2Þj
n o

:

The other characteristic speeds ai�1=2j and bij�1=2 are calculated analogously. Here, the polynomials pij are de-
fined for scalar variables u1 and u2 analogous to the definition in (3.1) for second-order method or in (3.2) for
the third-order method. In (4.1), Cr is the Courant number set to 0.8 for all test cases to ensure stability. The
time integration process is stopped if
j/nþ1
ij � /n

ijj
max j/nþ1

ij j
6 10�6; ð4:2Þ
where / represents u, v or T. In our computations the relaxation rate � = 10�10 and all the linear systems of
algebraic equations are solved using a preconditioned conjugate gradient solver with a stopping criteria set to
10�6.

4.1. Natural convection–radiation

We consider the well-established problem of natural convection in a squared cavity subject to an horizontal
temperature difference (applied at the walls), which in turn induces natural convection by the fluid within the
cavity. The flow domain is a squared cavity with dimension L as shown in the left diagram of Fig. 1. The left
and right vertical walls are maintained at dimensionless hot temperature TH = 0.5 and cold temperature
TC = 0.5, respectively. The bottom and top horizontal walls are insulated, whereas no-slip boundary condi-
tions are imposed for the fluid flow on all cavity walls. The Prandtl number Pr and the Rayleigh number
Ra are defined as
Pr ¼ m
k
; Ra ¼ gbL3ðT H � T CÞ

m
:

This test problem has been extensively studied in the literature for non-radiating flows, see for example [12].
Here we also consider radiation effect in a non-scattering participating fluid. The left and right cavity walls are
assumed to be diffusive to radiation such that boundary conditions for the radiative intensity are
I ¼ BðT HÞ and I ¼ BðT CÞ on the left and right wall, respectively. Total reflection is imposed at the top and
adiabatic

T
H

T c

adiabatic

L

L L

adiabatic adiabatic

L

T
C

T H

Fig. 1. Geometry of test problem for the natural (left) and forced (right) convection–radiation.
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bottom cavity walls. We present computational results for the Prandtl number Pr = 0.71 and absorption coef-
ficient ra = 1 with Rayleigh numbers Ra ranging from 104 to 107. In order to evaluate the heat transfer rate
along the hot wall, we calculate the local Nusselt number, NuH, and its averaged value, NuH, as
Fig. 2.
Ra = 1

Fig. 3
Ra = 1
NuHðyÞ ¼
L

T H � T C

oT
ox

����
x¼0

; NuH ¼
1

L

Z L

0

NuHðyÞdy:
A series of computations was done for the selected set of parameters to determine effects of the grid on the
solution. We have considered four meshes with 32 · 32, 64 · 64, 128 · 128 and 256 · 256 gridpoints. In Fig. 2
we show the local Nusselt numbers at the hot wall and cross sections of the temperature at mid-height cavity
Local Nusselt numbers at the hot wall (right column) and cross sections of the temperature at mid-height cavity (left column) for
04 and Ra = 107.

. Accuracy comparisons between second-order reconstruction (dashed lines) and third-order reconstruction (solid lines) for
04 and Ra = 107.



Fig. 4. Accuracy comparisons between second-order reconstruction and third-order reconstruction.

Fig. 5. Isotherms (top row), velocity field (middle row) and streamlines (bottom row) for coupled natural convection–radiation. From left
to right: Ra = 104, 105, 106 and 107.
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